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Abstract

This study addresses the gap in assessing the ability of large models to un-
derstand Chinese negation by constructing the first benchmark for evaluating
Chinese negation expressions, covering explicit, implicit, multiple negators, and
special cases of negated pairs. The benchmark is built in a semi-automated
manner based on the Corpus of Centre for Chinese Linguistic Peking University
(CCL) and systematically tested on ChatGPT. The results show that prompt
optimization can significantly improve the model’s performance on negation un-
derstanding tasks, but challenges remain for the model in handling sentence-level
negation, multiple stacked negators, negators displacement, and negation seman-
tic overflow. This study provides a basis for comprehensively assessing the actual
capability of large language models in semantic inference with negation expression
in Chinese and suggests directions for improvement.
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