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Benchmarking the Negative Inference Ability in Chinese for Large
Language Models
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Abstract
As an important part of the field of Natural Language Inference, Negative Inference has
long been included in the construction of various types of inference test sets by
academics. However, most of the existing research focuses on Negative Inference
assessment in the English context and there are still very few Chinese test sets on
Negative Inference. To explore the performance of Large Language Models on
Negative Inference, we constructed a Chinese Negative Inference Test Set NITS
containing single negation formats, multiple negation formats, and rhetorical questions
based on linguists' research in negative expressions. We used this test set to evaluate
the performance of Chinese native speakers and three Large Language Models, Qwen-
Max-0125, DeepSeek-R1, and GPT-4o respectively. The test results show that: Large
Language Models already have some negative inference ability and perform better than
the human baseline; the Chinese Large Language Models outperform the English Large
Language Models on the negative inference test; the performance of the Large
Language Models can be improved by changing the questioning style, such as learning
with fewer samples; the models still have different degrees of reasoning difficulties on
special negation types such as negation scope change, negation lifting, negation
redundancy, and complex implicit structures.
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